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1
METHOD AND SYSTEM FOR PROTECTING
DATA FLOW AT A MOBILE DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation of U.S. Utility patent
application Ser. No. 13/659,680 filed Oct. 24, 2012, issue
date: Jun. 2, 2015, which claims the benefit of and priority to
U.S. Provisional Patent Application Ser. No. 61/666,565 filed
Jun. 29, 2012, each of which is incorporated herein by this
reference in its entirety.

BACKGROUND

A myriad of software applications are now available for use
on mobile computing devices such as smart phones, e-read-
ers, and tablet computers, including many types of applica-
tions that have been traditionally associated with desktop or
‘enterprise’ environments. As a result, mobile devices are
often used to access and/or store potentially sensitive or pri-
vate information. At the same time, malicious software appli-
cations continue to be developed by organized cyber-espio-
nage groups and others who seek to exploit the features of
mobile devices to obtain critical data. A malicious application
may appear to be a legitimate application and even perform
legitimate functions, but, unbeknownst to the user, concur-
rently export or exfiltrate sensitive information from the
mobile computing device. Additionally, some mobile device
users may unintentionally reveal sensitive data due to inad-
vertence, carelessness, or a lack of technical savvy.

SUMMARY

According to at least one aspect of this disclosure, a data
flow policy evaluation system for a mobile computing device
embodied as executable instructions in one or more machine-
accessible storage media includes a system call monitor to
monitor system calls made by a plurality of security-wrapped
software applications during execution of the security-
wrapped software applications at the mobile computing
device; and a data flow policy engine to generate policy
decisions to enable the security-wrapped software applica-
tions to prevent the execution of system calls that would
violate a data flow policy, where the data flow policy defines
security labels, associates data flow policies with the security
labels, and associates data objects with the security labels,
and the data flow policy engine is configured to associate an
executing process of a security-wrapped software application
with a security label if the process accesses a data object
having the security label; and associate another executing
process with the security label if the other executing process
is in communication with the executing process.

The system may include an access interceptor to prevent
the security-wrapped software application from executing
any system call that would violate the data flow policy. The
other executing process may be a software application pro-
cess invoked by the executing process. The data flow policy
engine may associate the other executing process with the
security label if the other executing process reads data from
memory to which data has been written by the executing
process.

According to at least one aspect of this disclosure, a system
for evaluating data access requests at a mobile computing
device, embodied as executable instructions in one or more
machine-accessible storage media, includes a system call
monitor to monitor system calls relating to data accesses
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2

made by an instance of a security-wrapped software applica-
tion executing on the mobile computing device; and a data
flow policy engine to associate data access tracking data with
the instance of the security-wrapped software application,
wherein the data access tracking data relates to data objects
accessed by the instance and security labels associated with
the data objects, and the security labels indicate conflicts of
interest between or among the data objects; and generate data
flow policy decisions based on the data access tracking data,
wherein the policy decisions are based on one or more current
and one or more previous data accesses made by the instance.
The data flow policy engine may store data access tracking
data associated with each instance of the security-wrapped
software application. The data access tracking data may indi-
cate data that has been read by the executing instance of the
security-wrapped software application, data that is currently
being read by the instance, and data that has been written by
the instance. The data flow policy engine may separately
associate data access tracking data with each instance of the
security-wrapped software application. The system may per-
mit the executing instance of the security-wrapped software
application to read data associated with a security label only
if the instance has not read data associated with another
security label that is in conflict with the security label. The
system may permit the executing instance of the security-
wrapped software application to read data associated with a
plurality of security labels only if the instance is authorized to
read data associated with each of security labels. The system
may permit the executing instance of the security-wrapped
software application to read data associated with a plurality of
security labels even if the instance is not authorized to read
data associated with each of the security labels, if the instance
is authorized to read data associated with at least one of the
security labels. The system may permit the executing instance
of the security-wrapped software application to write data
associated with a plurality of security labels only if the
instance is authorized to read data associated with each of the
security labels; and the instance has not written data associ-
ated with another security label that is in conflict with any of
the security labels. The system may permit the executing
instance of the security-wrapped software application to
write data associated with one or more security labels only if
the instance is not currently reading data associated with
another security label that is in conflict with any of the secu-
rity labels; and the instance has not written data associated
with another security label that is in conflict with any of the
one or more security labels. The data flow policy engine may
define each security label as either public or private. The
system may permit the executing instance of the security-
wrapped software application to write data associated with a
public security label only if the security-wrapped software
application has not read data associated with a private secu-
rity label; and the security-wrapped software application has
not written data associated with the private security label.
According to at least one aspect of this disclosure, a system
for enforcing a data flow policy at a mobile computing device,
embodied as executable instructions in one or more machine-
accessible storage media, includes a system call monitor to
monitor system calls made by an instance of a security-
wrapped software application executing on the mobile com-
puting device; a data flow policy engine to: analyze the sys-
tem calls using a data flow policy, wherein the data flow
policy associates security labels with data objects and the
security labels indicate conflicts of interest between or among
data objects, associate a data object with a security label if the
data object is produced by a data source having the security
label or if the data object is created by a software application
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process having the security label, and associate the instance
with the security label if the instance accesses the data object
and the data object is associated with the security label; and a
data flow policy enforcer to prevent the instance from execut-
ing a system call that violates the data flow policy. The data
object may be associated with more than one security label.

According to at least one aspect of this disclosure, a data
flow policy engine for a mobile computing device, embodied
as executable instructions in one or more machine-accessible
storage media, is configured to: evaluate system calls made by
instances of security-wrapped software applications execut-
ing on the mobile computing device; associate a security label
with an instance of a security-wrapped software application if
the instance reads a data object having the security label,
writes to a data object having the security label, or connects to
a data source having the security label; wherein the security
label indicates that the data object or data source has a conflict
of interest with at least one other data object or data source;
and generate a data flow policy decision usable by the secu-
rity-wrapped software application to prevent the execution of
any system call that would result in a conflict of interest.

The data flow policy engine may be configured to evaluate
system calls made by the instances of security-wrapped soft-
ware applications by interfacing with an access interceptor of
each of the security-wrapped software applications. A data
object or data source having the security label may have a
conflict of interest with another object or data source if the
data object or data source having the security label cannot be
mixed with the other data object or data source. The security
label may be defined as either public or private. In response to
the executing instance of the security-wrapped software
application attempting to perform a write operation on a data
object having a public security label after reading another
data object having a private security label, the data flow policy
engine may be configured to: generate a copy of the data
object; allow the write operation to be performed on the copy
of'the data object; deny the write operation on the data object;
and associate the copy of the data object with the security
label. The data flow policy engine may be configured to:
associate a data access by another executing instance of the
security-wrapped software application with the copy of the
data object if the other instance is associated with the security
label; and associate the data access by the other instance with
the data object if the other instance is not associated with the
security label.

BRIEF DESCRIPTION OF THE DRAWINGS

Aspects ofthis disclosure are illustrated by way of example
and not by way of limitation in the accompanying figures. The
figures may, alone or in combination, illustrate one or more
embodiments of various aspects of this disclosure. For sim-
plicity and clarity of illustration, elements illustrated in the
figures are not necessarily drawn to scale. For example, the
dimensions of some elements may be exaggerated relative to
other elements for clarity. Further, where considered appro-
priate, reference labels may be repeated among the figures to
indicate corresponding or analogous elements.

FIG. 1 is a simplified module diagram of at least one
embodiment of a data flow protection system for a mobile
computing device;

FIGS. 2A-2C are simplified models of various aspects of at
least one embodiment of a data flow policy that may be
implemented in connection with the system of FIG. 1;
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FIG. 3 is a simplified flow diagram of at least one embodi-
ment of amethod for evaluating a data access request made by
an executing instance of a security-wrapped software appli-
cation;

FIGS. 4A-4C are simplified flow diagrams of various
aspects of at least one embodiment of the method of FIG. 3;
and

FIG. 5 is a simplified block diagram of at least one embodi-
ment of a computing environment in connection with which
aspects of the system of FIG. 1 may be implemented.

DETAILED DESCRIPTION OF THE DRAWINGS

While the concepts of the present disclosure are suscep-
tible to various modifications and alternative forms, specific
exemplary embodiments thereof have been shown by way of
example in the drawings and are described in detail herein. It
should be understood, however, that there is no intent to limit
the concepts of the present disclosure to the particular forms
disclosed, but on the contrary, the intention is to cover all
modifications, equivalents, and alternatives falling within the
spirit and scope of the invention as defined by the appended
claims.

Referring now to FIG. 1, at runtime, a data flow protection
system 100 monitors and evaluates data access requests made
by instances of security-wrapped software applications 104
(1) ... 104(N) (where N is a positive integer) running on a
mobile computing device 102. As used herein, a “data access
request” (or simply, “access request” or “access™) refers to
any type of command or instruction issued by an executing
software application 112 that, if executed, would result in the
application 112 opening a data object, reading data from a
data object, creating a data object, writing data to a data
object, deleting a data object, connecting with a data source,
or performing similar operations.

The system 100 includes a data flow policy engine 106,
which interfaces with a tracking knowledge base (“tracking
kb”) 108 and a data flow policies knowledge base (“policies
kb”) 110 to evaluate and track data access requests made by
the application instances 104(1) . . . 104(N) in real time. The
data flow policy engine 106 uses the tracking kb 108 and the
policies kb 110 to evaluate whether a requested data access
would violate a previously specified data flow policy. As
explained in detail below, the system 100 can implement
dynamic, context-sensitive data flow policies that can be
enforced with respect to multiple software applications run-
ning on the mobile device 102.

The system 100 instantiates the desired security policies of
an organization or mobile device user as data flow policies
rather than, e.g., application access policies. Using the data
flow policies, the system 100 can protect information assets
that are accessible via the mobile device 102 from a wide
variety of potential security breaches, such as direct data
exfiltration by malicious applications, indirect data exfiltra-
tion by proxy (e.g., “confused deputy” attacks), user privacy
violations, internal mobile device data integrity and confiden-
tiality violations, direct and indirect collusion attacks, inad-
vertent or careless exporting of sensitive data by the mobile
device user, surreptitious connections made by malicious
applications to unauthorized sites while accessing sensitive
data, and breaches that may be facilitated by pre-infected host
platforms. Moreover, the system 100 employs a “just in time”
approach so that the security-wrapped application instances
104 can continue to run normally on the mobile device 102
unless and until an unpermitted data access is actually
attempted.
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Each executing software application 112(1) . . . 112(N)
interfaces with a corresponding access interceptor/policy
enforcer module 114(1) . . . 114(N). Each of the access inter-
ceptors/policy enforcers 114(1) . . . 114(N) monitors system
calls that are initiated by its respective application 112. If a
system call contains a data access request, the access inter-
ceptor/policy enforcer 114 communicates the data access
request to the data flow policy engine 106, receives data flow
policy decisions from the data flow policy engine 106, deter-
mines how to respond to the policy decisions made by the data
flow policy engine 106, and communicates access decisions
to the executing application 112.

If a policy violation occurs, the access interceptor/policy
enforcer 114 may continue execution of its corresponding
application 112, temporarily suspend execution of the appli-
cation 112, or close the application 112. The access intercep-
tor/policy enforcer 114 may determine how best to handle
policy violations based on rules or preferences that may be
specified or configured by the application developer, a system
administrator, or the end user, for example.

As used herein, a “security-wrapped” application refers to
an executable application package that includes both conven-
tional executable software application code and the access
interceptor/policy enforcer code, configured so that the
access interceptor/policy enforcer code is executed at runtime
in response to system calls made by the executing application
112. Further, the term “wrapped” as used herein refers to the
technique of associating the access interceptor/policy
enforcer code with executable application code without
changing the underlying source code for the application and
without modifying the operating system or other programs
that may exist on the mobile device 102.

Various methods may be used to wrap an executable soft-
ware application to include the access interceptor/policy
enforcer code. Some techniques for wrapping executable
software application code with such security monitoring and
enforcement code are described in Saidi et al., U.S. patent
application Ser. No. 13/411,072, filed Mar. 3, 2012, which is
incorporated herein by this reference in its entirety. As
described therein, the access interceptor/policy enforcer code
is incorporated with the executable application code into an
executable application package (or “apk file,” in some
embodiments) without affecting the original application
source code.

In operation, an executing application 112 may initiate a
data access request by a variety of different means, such as
any type of input/output (I/O) command. As noted above, the
access interceptor/policy enforcer 114 operates at the system
call level, and intercepts system calls that pertain to data
access requests, prior to their execution by the mobile device
102. Some examples of the types of system calls that may be
intercepted by the access interceptor/policy enforcer 114
include read( ), write( ), access( ), connect( ), ioctl( ), execvp(
), fork( ), and dlopen( ) calls, including file I/O, SMS (Short
Message Service) or other messaging service 1/O, Internet
1/0, Process 1/O calls, Device-ID calls, and/or other similar
system calls. In this way, use of the data flow policy engine
106 can be reserved for only those circumstances in which an
executing application 112 attempts to perform an operation
that may compromise the security of data created by, stored at
or available to the mobile device 102. Of course, in other
embodiments, other system calls may be monitored and inter-
cepted in a similar fashion, alternatively or in addition to
those mentioned above.

Upon intercepting a system call corresponding to a data
access request, the access interceptor/policy enforcer 114
communicates the access request to the data flow policy
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engine 106. In turn, the data flow policy engine 106 deter-
mines whether the intercepted access request conforms to one
or more of the data flow policies contained in the policies kb
110, and communicates a corresponding policy decision to
the access interceptor/policy enforcer 114 without otherwise
affecting the operation of the application 112.

The access interceptor/policy enforcer 114 processes the
policy decision and determines what effect the policy deci-
sion may have (if any) on the execution of the application 112.
If the access interceptor/policy enforcer 114 determines,
based on the policy decision rendered by the data flow policy
engine 106, that an access request should be denied, the
access interceptor/policy enforcer 114 may, for example, alert
the user prior to denying the request, or present a prompt and
allow the user to decide whether to execute the requested data
access. If the access interceptor/policy enforcer 114 deter-
mines that an access request should be permitted, the execu-
tion of the application 112 continues without any noticeable
interruption.

The data flow policy engine 106 includes an access request
analyzer 116, a data object tracking module 118, a data source
tracking module 120, a subject tracking module 122, and a
data flow policy evaluator 124. As should be appreciated by
those skilled in the art, the various modules 106, 114, 116,
118, 120, 122, 124, 130, 132 of the system 100 are imple-
mented as computer software, firmware, hardware, or a com-
bination of any of these, in different embodiments of the
system 100.

The access request analyzer 116 receives data access
requests that have been initiated by the one or more security-
wrapped application instances 104(1) . .. 104(N)). Herein, for
ease of discussion, security-wrapped application instances
104(1) . . . 104(N) may be referred to as “subjects.” As used
herein, the term “subject” refers to any executing or recently
executed process or instance of a security-wrapped software
application, including processes that are spawned by, invoked
by, awakened by, executed by, or otherwise in communication
with a subject 104 (and such processes may be referred to as
subjects, as well).

The access request analyzer 116 may parse an access
request to determine the particular data object, data, and/or
data source to which access is being requested, the subject
requesting the access, and/or the type of access request (e.g.,
whether a read, write, or data source connection is being
requested). The access request analyzer 116 may forward that
information to one or more of the tracking modules 118, 120,
122 and/or the data flow policy evaluator 124. Once an access
request has been evaluated by the data flow policy evaluator
124 in view of the policies kb 110 and the tracking kb 108, as
applicable, the data flow policy engine 106 transmits a cor-
responding policy decision to the access interceptor/policy
enforcer 114 associated with the application 112 that initiated
the access request.

A policy decision may take the form of] e.g., one or more
instructions, arguments and/or parameters that are passed
back or otherwise made available to the access interceptor/
policy enforcer 114. As noted above, the access interceptor/
policy enforcer 114 determines what, if anything, the subject
104 should do in response to the policy decision, and issues an
access decision back to the executing application 112 as
needed. The access decision may take the form of| e.g., an
instruction, argument and/or parameter that is passed back or
otherwise made available to the application 112. The access
decision may result in the application 112 executing the
access request and continuing normal operation, ignoring the
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access request and continuing normal execution, suspending
execution (e.g., to wait for user feedback), or closing, for
example.

The data flow policy engine 106 uses a system of security
labels to “follow” data implicated by the data access requests
that are made by the various subjects 104. As used herein, the
term “security label” refers to a common or proprietary topic
area, label or tag that can be used to identity data objects, data
sources, and/or subjects that have one or more data flow
policies associated therewith (e.g., that require different treat-
ment for security purposes). Security labels may be “inher-
ited” by data objects 206 and/or subjects 104 depending on
the specifications of the data flow policy, via label transitivity,
as described further below.

The tracking modules 118, 120, 122 track data objects, data
sources, and subjects that are involved in data access requests,
as well as their respective security labels, for each subject 104
during its operation. More particularly, the tracking modules
118, 120, 122 monitor and track read and write accesses
involving data objects, requests to connect to data sources,
and reads, writes, and inter-process communications made by
the various subjects 104. The data object tracking module 118
interfaces with the data object tracking data store 126 to track
security labels associated with data objects and assign secu-
rity labels to data objects as they are accessed by subjects 104,
in real time, in accordance with the policies kb 110. Similarly,
the data source tracking module 120 interfaces with the data
source tracking data store 128 to track security labels associ-
ated with data sources and assign the data source security
labels to subjects 104 as they access the data sources, in real
time, in accordance with the policies kb 110. Likewise, the
subject tracking module 122 interfaces with the subject track-
ing data store 130 to track communications between subjects
104 as they occur, and assigns security labels to the subjects
104 in real time, in accordance with the policies kb 110. For
example, the subject tracking data store 130 may include a list
of'subjects 104 that have been spawned by other subjects 104,
and their associated security labels.

The tracking modules 118, 120, 122 interface with the
tracking kb 108 to store and retrieve such tracking informa-
tion as needed. The tracking kb 108 includes a data object
tracking data store 126, a data source tracking data store 128,
and a subject tracking data store 130, each of which may be
embodied as one or more indexed or otherwise searchable
stores of information (e.g., databases, lookup tables, lists,
files, or any other electronic arrangement or structure suitable
for storing tracking data). Each of the data stores 126, 128,
130 contains data object, data source, and subject tracking
data, respectively, of the access requests made by the subjects
104. Such tracking data includes any security labels associ-
ated with the various data objects, data sources, and subjects
involved in the access requests. The tracking kb 108 thus
stores information about security labels associated with cur-
rent and/or recent previous access requests made by each of
the various subjects 104. For example, in some embodiments,
the tracking kb 108 maintains a list of data accesses made by
a subject 104 while it is running and then clears the list when
the subject 104 closes or exits. At any given point in time, the
tracking kb 108 may be maintaining such a list for each
subject 104 that is currently running on the mobile device
102.

The data flow policy evaluator 124 executes computerized
logic and/or algorithms to evaluate the data flow policies 110
as the subjects 104 are running on the mobile computing
device 102. In doing so, the data flow policy evaluator 124
may access one or more of the data stores 126, 128, 130
and/or other data from the tracking kb 108 in order to apply
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the data flow policies to the access requests, to determine
whether a policy violation has occurred.

All or portions of the data flow policy engine 106, the
tracking kb 108, and/or the policies kb 110 may be stored on
the mobile computing device 102 or located on one or more
other computing devices. As such, some embodiments of the
system 100 may include a cloud interface module 132 for
communication with the various portions of the data flow
policy engine 106, the tracking kb 108, and/or the policies kb
110 across a “cloud” or otherwise networked or distributed
computing environment. An example computing environ-
ment in which the system 100 may be implemented is dis-
cussed below with reference to FIG. 5.

Referring now to FIG. 2A, a data flow policy can be defined
in terms of data sources 202, subjects 104, and data objects
206. In general, a data source 202 is a computerized entity that
can be accessed by one or more subjects 104 and therefore can
be a target of data access requests. As a result of an access,
information may be obtained from a data source 202 and
stored in one or more data objects 206. For example, a data
source 202 may be a database, a network service, an SMS
service, an email server, a critical data server, a memory (e.g.,
some form of random access memory or RAM) card, a user
privacy data table, or a software application, such as a web
browser or a proprietary enterprise software application.

Data sources 202 may be assigned one or more data source
security labels 204. For example, a financial data server may
be assigned a data source security label of “Finserv,” while a
web page may be assigned a data source security label of
“Public.” Subjects 104 can be assigned data source authori-
zations 212 (e.g. connect permissions). For example, a web
browser may be authorized to access all data sources having
the Public security label, but not data sources labeled Finserv,
while a financial application may be authorized to access the
financial data server and/or other data sources labeled Fin-
serv, but not authorized to access data sources having the
Public security label.

Data objects 206 can be created as a result of a subject
104’s connection to a data source 202. Generally speaking, a
data object 206 refers to a computerized (via e.g., computer
programming) entity has an owner (e.g., a subject or a data
source), stores data (e.g., an item of information that is pro-
duced from a data source or results from the execution of a
subject), and has associated data access permissions as
defined in the data flow policies kb 110. Data objects 206 may
include, for example, a file stored on the mobile computing
device 102, real-time geographic location data, a personal
user record, a text message, or an email message. As such, a
data object 206 may be a software application construct that
has one or more elements of data stored in or associated with
it. For example, an email message may be a data object that
contains multiple pieces of data (e.g., addressee email
addresses, sender email address, subject, and body of the
message).

Each data object 206 is assigned or labeled with a data
object security label 208. Some examples of data object secu-
rity labels include company proprietary data, patient records,
financial records, Internet data, SMS data, email, Global
Positioning System (“GPS”) data, RAM data, mobile device
internal configuration information (“DeviceL.ocal”), applica-
tion-specific configuration information (“AppLocal”), and/or
private user data, among others.

The number and types of data source security labels and/or
data object security labels (which may be referred to indi-
vidually or collectively as “security labels” or the like) may
vary depending on a particular implementation of the system
100 and/or the data flow policies 110, and may be customized
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according to any desired degree of granularity. For instance,
some security labels may be further categorized as public or
private. As an example, security labels for financial records
and private user data may be designated as “private” security
labels, whereas security labels such as the DevicelL.ocal and
AppLocal security labels may be designated as “public” secu-
rity labels. In some embodiments, the security labels 204, 208
may be defined by a data or network administrator. In other
embodiments, the security labels 204, 208 may be derived
programmatically from data sources, application types, and/
or other features of the mobile computing device 102.

In some embodiments, the security labels 208 may be
defined such that data objects produced by the same data
source 202 are associated with the same security label 208. In
this way, users and/or administrators can easily define data
flow policies at a high level in relation to particular data
sources 202 (e.g., “Do not allow financial data to leave this
device!”). As an example, if a medical records data server is a
data source 202, then all data objects 206 produced from that
data source can be assigned the same corresponding security
label (e.g., “medical records™), with the appropriate data flow
policies being associated with that security label. As another
example, an email server may be a data source 202. Each data
object produced by or associated with the email server data
source then may be associated with the same “email” security
label, which corresponds to the email server data source and
may be a “public” security label, and thus may not have any
data flow policies associated with it.

Data label transitivity provides that a data object that is
born or created by a subject 104 that has previously read one
or more other data objects having a particular security label
also may be labeled with that particular security label, as
illustrated in FIG. 2B, described further below. As such, in
some cases, a data object may have more than one security
label.

As an example, suppose that a process X has read a data
object O1 having a security label A, and the process X has also
read another data object O2 having a security label B. If the
process X then writes a new data object O3, the new data
object O3 will be labeled with both security label A and
security label B. As another example, the process X may read
the data object O1 and then write to the data object O2. In this
example, the data object O2 will be labeled with both security
label A and security label B. If the foregoing situation (e.g.,
the reading of multiple data objects having different security
labels) occurs in an embodiment in which a data object may
have only a single security label, then rather than permitting
the data object O3 to have both security label A and security
label B as in the above example, the data object tracking
module 118 may create a third security label C to be treated as
the concatenation (or intersection) of security labels A and B,
and label the data object O3 with security label C.

Data objects 206 can be the target of read or write access
requests, and data sources 202 can be the target of requests to
access or “connect” to the data source. Such requests may be
made by one or more subjects 104. Generally speaking, the
terms “read” and “write” are used herein in accordance with
their ordinary understanding in the computer arts. For
example, the term “read” may refer to the opening of a data
object or the reading of data from a data object, while the term
“write” may refer to the original creation of a new data object,
or to the modifying, deleting, or updating of an existing data
object.

A subject 104 can become “tagged” with (or “inherit”) a
security label 208 through a read or write of a data object 206
or by connecting to a data source 202. Thus, a subject 104 can
inherit a security label 208 of data objects 206 that it has read.
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A subject 104 may inherit a security label 208 of a data object
206 to which the subject 104 has written data. A subject 104
may also inherit a security label 208 of a data object 206 that
the subject 104 is currently reading. Further, a subject 104
may inherit a security label 204 of a data source 202 to which
the subject 104 has connected.

The desired assignments of security labels 204, 208 and
access authorizations 212 to data sources 202, data objects
206 and subjects 104, as well as any conflict of interest rules
associated with the security labels 204, 208, can be defined in
the policies kb 110 according to the requirements of a par-
ticular design or implementation of the system 100. In opera-
tion, data accesses implicating these assignments, associa-
tions and relationships can be tracked and stored in the
tracking kb 108 for use by the data flow policy engine 106 in
evaluating the policies 110.

Referring now to the policies kb 110 of FIG. 1, data flow
policies contained therein include information, such as argu-
ments, parameters, and/or rules, related to data flow protec-
tion and/or security, which may be used by the data flow
policy evaluator 124 to determine whether an attempted data
access would contravene the data flow policy. In some
embodiments, one or more of the policies 110 may be pre-
defined or preconfigured (e.g., default policies) and/or may be
automatically configured by the system 100 based on, for
example, one or more aspects of the mobile computing device
102, anapplication 112, and/or other factors. The policies 110
may be defined or configured by, e.g., a network administrator
or by auser of the mobile device 102, or programmatically by
the system 100.

Depending on the particular context or use of the mobile
computing device 102, a wide variety of policies 110 may be
implemented in different embodiments. For example, a data
flow policy 110 for company-owned mobile devices may
specify different data flow rules than a data flow policy for
personal mobile devices. In developing a data flow policy
110, the administrator may consider the level of required
protection in view of the potential risk of a variety of potential
threats as mentioned above.

The data flow policies may specify groups of security
labels that are to remain separated from one another (e.g., data
having one security label cannot be mixed with data having
another security label in the group). Stated another way, a data
flow policy may include rules that define conflicts between or
among security labels, such that if data objects having those
security labels were to be mixed with one another during an
application instance, a conflict of interest would occur. Such
a data flow policy can be used to, for example, ensure that a
health care worker accessing one patient’s files cannot simul-
taneously (in the same application instance) access another
patient’s data, or to ensure that the health care worker cannot
access a patient’s files while also accessing a public data
source (such as the Internet).

As an example, a data flow policy may require that data
objects labeled with security label A, security label B, and
security label C be kept separated from one another. This can
be represented using set notation as follows: DFP(1)=(A, B,
C). If a subject (e.g., an application instance or executing
process) S accesses both data having security label A and data
having either security label B or security label C, then the
DFP(1) data flow policy has been violated. As another
example, a data flow policy may require that data having the
security label A be kept segregated from both data having the
security label B and data labeled with the security label C
(and, implicitly, that the security labels B and C can be
mixed). This can be represented using set notation as follows:
DFP(2)=([A,B], [A,C]). If a subject Q accesses data associ-
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ated with security label B and accesses data associated with
security label C, then the DFP(2) policy has not been violated
because the DFP(2) policy does not require those security
labels to be kept segregated. In this example, the data having
the security labels B and C may be “mixed.” In this example,
a subject 104 can be permitted to access data having security
label C even though it has already accessed data having secu-
rity label B (in the same application instance), but another
subject 104 that has accessed data having security label A
cannot also access data having security label B (during the
same application instance).

Referring now to FIG. 2B, a data flow policy that provides
data label transitivity may specify that if a data object O1 is
associated with a security label, labell, and a subject A reads
the data object O1, then both the subject A and any data
written by the subject A (e.g., a data object O2) must also be
associated with the data object O1’s security label, labell,
and thus will be subject to any data flow policies associated
with that security label.

To implement the associations of data objects with security
labels, the data object table 126 may indicate which security
label(s) are associated with data objects accessed by the vari-
ous subjects 104. The data object tracking module 118 may
update the data object table 126 to include new data objects
and/or security labels over time, as the various subjects 104
are executed at the mobile device 102 or as may be specified
by, e.g., a user or data administrator.

In some cases, the data object tracking module 118 may
update the data object table 126 to modify the security labels
associated with data objects. For example, if a process P1
reads adata object X having a security label A, where the label
A indicates confidential information, and then writes data to
an data object Y, a data label transitivity policy may be impli-
cated. But for the data label transitivity policy, the data object
X may include confidential information that was read by the
process P1 in data that P1 writes to the data object Y. To
prevent confidential information from being passed from P1
to'Y, the data object tracking module 118 may modify the data
object table 126 to associate the security label A with the data
object Y, in addition to any other security labels already
assigned to the data object Y. In other embodiments, the data
object tracking module 118 may tag or otherwise label the
data object Y itself with its (potentially multiple) associated
security labels.

Data flow policies may be defined such that there is label
transitivity to any subject 104 that accesses data associated
with a specified security label (whether or not that security
label is considered as designating confidential or proprietary
information) from a process standpoint (subject to subject
label transitivity). Referring to FIGS. 2B and 2C, a data flow
policy that addresses subject to subject transitivity may
specify that if the data object O1 has been read by the subject
A, and another subject B is in communication with the subject
A, then the subject B is deemed to have read the data object
O1 as well. That is, the subject B inherits O1’s security label,
labell, from subject A. If the labell is associated with any
data flow policies, those data flow policies will be applied to
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future data accesses by the subject B. For example, if the
subject B reads a data object O3, the data object O3 will
inherit O1’s labell from the subject B.

Some examples of situations in which a subject A may be
“in communication with” another subject B include those in
which the subject B is a process spawned, invoked, awakened
orexecuted by the subject A, in which the subject B reads data
from memory to which the subject A has previously written,
and/or any other form of direct or indirect interprocess com-
munication.

To implement a subject to subject label transitivity policy,
the data flow policy engine 106 may store associations
between data objects, security labels and subjects in the sub-
ject tracking data store 130, and may use the subject tracking
module 122 to update or otherwise maintain the subject track-
ing data store 130. For example, if a process P reads a data
object O associated with a security label L, and then executes
another process R, the process P may have read confidential
or private information from the object O and passed the infor-
mation to the process R. To prevent this situation, the subject
tracking module 122 may modify the subject tracking data
store 130 to indicate that the process R is associated with the
process P, and to assign the label L to the process R. In some
embodiments, the subject tracking module 122 may deter-
mine the data objects read by, written to, and currently read by
a particular process by continuously analyzing a stream of
system calls monitored by the access interceptor/policy
enforcer 114 during the execution of the process. Alterna-
tively or in addition, the subject tracking module 122 may
operate in conjunction with the access request analyzer 116 to
analyze the intercepted system calls and update the subject
tracking data store 130.

The data flow policies may also address subject accesses of
data sources. For example, an instance of a company’s inter-
nal financial software application (a subject) may be permit-
ted to access the company’s financial data server (a private
data source) but not an email server or the Internet (public
data sources), while a gaming application or other down-
loaded third-party application may be permitted access to
only the email server, the Internet, and other public data
sources. In these and other ways, data flow policies that
“follow the data” from subject to subject and/or from subject
to data object, within and/or across multiple software appli-
cations, can be specified and implemented by the system 100.

The data flow policies may specify rules pertaining to the
reading of data, writing data, accessing data, and/or the writ-
ing of public data as discussed below. Any of these and/or
other policies 110 can be customized to be stricter or more
lenient as may be required by a particular design or imple-
mentation of the system 100. Some computing environments,
such as highly sensitive network environments, may imple-
ment a strict version of a data flow policy 110, whereas typical
enterprise situations may only require a relaxed version of the
same policy. For example, the system 100 may implement a
strict or relaxed version of the read and write policies as
shown in Table 1 and FIGS. 4A and 4B, described below.

TABLE 1

Read and Write Policies

Policy

Rule

Example

Strict Read

Process S can read data object O if S has not read An investment bank
a data object that has a security label that
conflicts with any security label of O.

application/process must not
read investor A’s portfolio after
reading investor B’s portfolio.
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TABLE 1-continued
Read and Write Policies
Policy Rule Example
Relaxed Read  Process S can read data object O if O is labeled A patient-record
with a security label that S is specifically application/process is granted
authorized to read. access to O, a patient record, but
a game application/process is
denied read access to O.
Strict Write Process S can write a data object O if: An enterprise proprietary
1) S is permitted to read data objects having O’s database application/process P is
label permitted to write a proprietary
and file if P is permitted to read
2) S has not written a data object having another proprietary data and P has not
security label that conflicts with O’s label. previously written data files that
are incompatible with
proprietary data.
Relaxed Write  Process S can write a data object O if: An enterprise proprietary
1) S is not currently reading a data object that has database application/process P is
another security label that conflicts with O’s permitted to write a proprietary
security label file if P is not currently reading
and data that must be segregated
2) S has not written a data object that has any from the proprietary database
other label that conflicts with the security label of data and P has not previously
O. written data files that must be
segregated from the proprietary
data.
As noted above, the system 100 may implement one or TABLE 2

more data source access policies, such as: a process P can
connect to a data source that produces data having security
label A if the process P has only read objects having security
labels that do not conflict with the security label A, or P has
only read objects having security labels that are public, and
the process P has only written to objects having security
labels that do not conflict with the security label A. An
example of the above data source access policy is illustrated
by FIG. 4C, described below.

The system 100 may implement a strict public write policy
that a process P can write a public data object if P has not
previously read or written data objects having non-public
security labels. As discussed above, data label transitivity can
be used to cause the process P to inherit a security label that is
associated with data that has previously been read by the
process. As such, data label transitivity can prevent public
objects from being used to export sensitive data. For example,
without data label transitivity, a process may read data that
has a confidential security label C, write data having the
security label C to a public data object, and then export it. By
“export” or “exfiltrate,” we mean any method or device (e.g.,
a data object, data source or subject) by which data may leave
the mobile device 102, such as by text message, email, or the
Internet.

In some cases, data label transitivity of public security
labels (e.g., AppLocal and Devicel.ocal) may need to be
treated differently by the policies 110 than data label transi-
tivity of private security labels (e.g., user private data and
financial data). This may be the case if, for example, data
associated with a private security label is (inadvertently or
with malicious intent) written to one of the mobile device
102’s configuration files, which has a public security label. If
this occurs, normally, data label transitivity would tag the
configuration file with the private security label and thus
prevent other processes from being able to access the con-
figuration file. As this may be an undesirable result, the sys-
tem 100 may modify the public write policy as needed. For
instance, the system 100 may implement a weak or relaxed
public write policy, as shown in Table 2 and FIG. 4B,
described below.

35

40

45

50

55

60

65

Weak, Relaxed, and Strict Public Write Policies

Policy Rule

Weak If a process S inherits a private security label O and S
then attempts to write to a data object having a public
security label, then the public security label

dominates and the write is permitted.

If a process S inherits a private security label O and S then
attempts to write to a data object having a public security
label, then a ‘shadow’ data object is created.

If a process S inherits a private security label O and S
then attempts to write to a data object having a public
security label, then the public write is denied.

Relaxed

Strict

As shown in Table 2, in an implementation of a relaxed
public write policy, the data flow policy evaluator 124 may
create a ‘shadow’ data object. By this we mean that in some
embodiments, the system 100 makes a copy of the public data
object attempting to be written to, and the write is applied to
the copy. That is, any changes made to the public data object
will be reflected in the copy, but the original data object is left
unaffected. In such embodiments, the labeling of the original
public data object and the shadow data object may be tracked
by the data object tracking module 118.

According to the relaxed public write policy, processes that
inherit the security label O (including the process S) will
access the shadow data object in the future, whereas pro-
cesses not labeled with security label O can continue to access
the original public data object. In some cases, a new shadow
data object may be created each time a process having a newly
inherited data label attempts to write to the public data object.
The shadow data object may be maintained on the mobile
computing device 102 until the process ends or is closed. This
version of the public write policy can protect confidential data
from being exported via public object writes.

Some examples of implementations of the data flow poli-
cies discussed above, and their enforcement by the system
100 in specific situations, are described below. In the first
example, suppose a mobile device user Alice has downloaded
a New Application, an application 112 that she does not trust,
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to her mobile computing device 102. Alice wraps the New
Application with a security wrapper as described above. At
some point, Alice establishes a security policy on her mobile
device 102, which is intended to prevent New Application
from exporting her private data. Alice may use simple com-
mands such as “don’t export my private data!” that the data
flow policy engine 106 interprets and instantiates as a corre-
sponding data flow policy 110.

From Alice’s command, the data flow policy engine 106
may interpret “export” to include all data sources that enable
data to flow off the mobile computing device 102, and then
automatically instantiate a data flow policy that defines a
“user private” security label as being in conflict with all of: an
“SMS” security label, an “Internet” security label, and an
“email” security label. In other embodiments, Alice may be
required to define and specity the particular security labels
that are in conflict with the “user private” label. In this
example, we further assume that Alice’s data flow policy 110
includes the data source access and relaxed read data flow
policies discussed above.

Now suppose Alice downloads, security-wraps, and
invokes a Rogue Application, which happens to be a geo-
tracking spyware application used by an unethical marketing
company. The Rogue Application begins its execution as
normal and contacts an external Internet site. The data flow
policy engine 106 permits this access under the data source
access policy described above. The Rogue Application
instance next accesses DevicelL.ocal (public) data and probes
a GeoDevice data source. Since the GeoDevice data source
contains the user’s geographic location data, it has the user
private security label. These accesses are permitted by the
data flow policy engine 106 under the relaxed read policy
described above. The Rogue Application instance next
attempts a direct connection to a remote Internet data sink.
The data flow policy engine 106 prevents this connection
under the data source access policy, because the Internet
security label and the user private security labels are in con-
flict under Alice’s data flow policy.

Now suppose the undeterred Rogue Application instance
attempts to exfiltrate the GeoDevice data accessed via a con-
fused deputy attack. In doing so, the Rogue Application
instance executes an Internet browser application, which is
permitted by the data flow policy. However, this scenario
implicates the subject to subject data label transitivity
described above. The browser application instance inherits
the user private security label from the Rogue Application
instance, because the Rogue Application instance has previ-
ously read data having the user private security label in the
same instance. If the browser application instance now
attempts to establish a connection with a remote Internet data
sink, the operation will fail under the data source access
policy. In this case, the system 100 allows the Rogue Appli-
cation instance to operate normally except when it attempts
an operation that violates Alice’s data flow policy. This
example illustrates that the data flow policy engine 106 can
prevent direct sensitive data flow exfiltration by a malicious
application, indirect sensitive data exfiltration by proxy, and
user privacy violations.

In the second example, suppose a Trading Company issues
smartphones (e.g., mobile computing devices 102) that
enable its trader employees to provide live monitoring of
trades internal to the Trading Company. The Trading Com-
pany installs an application 112, Trusted Trade Application,
on the smartphones and security-wraps the application 112 as
described above. The Trading Company establishes a security
policy to “prevent financial security data from leaking oft the
smartphones!” Similar to the first example, the data flow
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policy engine 106 may interpret the words “prevent,” “finan-
cial,” and “leaking” and implement a corresponding data flow
policy 110. The data flow policy engine 106 may instantiate a
data flow policy that defines a financial security label as being
in conflict with all of: an SMS security label, an Internet
security label, and an email security label. In some embodi-
ments, the Trading Company (e.g., its network or security
administrator) may be required to define and specify the
particular data flow policies via a user interface of the system
100.

Suppose that the data flow policy 110 instantiated on each
Trading Company smartphone includes the data source
access, relaxed read, strict write, and relaxed public write data
flow policies 110 discussed above. Additionally, assume for
this example that the Trusted Trade Application is authorized
to access a financial data server, a software update site,
DeviceLocal, and AppLocal data sources.

Now suppose Trading Company’s smartphones are infil-
trated by a market competitor, which installs another appli-
cation 112, Rival Application, on the smartphones. The
mobile device 102 detects the installation and security-wraps
the Rival Application. The Rival Application is authorized by
the system 100 to access the SMS, Internet, email, peer appli-
cation, DevicelLocal, and AppLocal data sources. Now sup-
pose that the Rival Application is invoked by a user or awak-
ened by another process, and receives a remote command to
initiate an attack on the smartphone. The data flow policy
engine 106 permits this access under the data source access
policy described above. The executing Rival Application
instance next probes the network and attempts to connect to
the financial server. The Rival Application instance is not
authorized to access the financial server data source, so the
data flow policy engine 106 denies this access request.

Next, the Rival Application instance collects data produced
by other applications associated with the peer application
security label and attempts to send the collected data to a
remote data sink. The data flow policy engine 106 permits
access to the data having the peer application security label
under the relaxed read policy described above, and allows the
remote connection under the data source access policy.

Now suppose the executing Trusted Trade Application
instance attempts to connect to the software update site to
download upgrades and/or patches. The data flow policy
engine 106 permits access to the software update site under
the data source access policy. The Trusted Trade Application
instance next attempts to connect to the financial data server
to access financial data (i.e., data having the financial security
label), which is permitted by the data flow policy engine 106
under the data source access policy. In this case, the Trusted
Trade Application has explicit authorization (e.g., as estab-
lished by a data administrator) to access the software update
site and the financial data server.

Suppose the Trusted Trade Application instance now
attempts to write financial security data F. The data flow
policy engine 106 permits this write under the strict write
policy described above. Next, the Trusted Trade Application
instance attempts to write data P to a data object having the
AppLocal security label, which is a public label. This creates
a potential data leak. Instead of preventing the write com-
pletely, under the relaxed public write policy, the data flow
policy engine 106 creates a shadow object to allow the write.
That is, the data flow policy engine 106 creates a copy Propy-
of the data P and associates the financial security label with
the data P.,py The write operation is then performed on
P opy but P remains unchanged.

Next, the executing Rival Application instance attempts to
read the data P. The data flow policy engine 106 permits the
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Rival Application instance to read the data P, which has the
AppLocal security label, under the relaxed read policy, and
allows a remote connection under the data source access
policy. However, the Rival Application instance is unable to
access P.,py even under the relaxed read policy, because
P -opy has the financial data label, which conflicts with the
Rival Application instance because the Rival Application
instance has previously read a public data object (P, which has
the AppLocal security label). In this example, the data flow
policy engine 106 prevents direct sensitive data exfiltration by
a malicious application and exfiltration by the collusion.

In the third example, suppose a hospital has developed a
dedicated tablet computer (e.g., a mobile computing device
102) and an application 112, Patient View, which enable
doctors to access patient records throughout the hospital. The
chief information officer of the hospital is concerned that
Patient View could contain a vulnerability that allows confi-
dential patient records to be leaked off the tablet computer.
The officer desires that Patient View complies with the strict
confidentiality and integrity requirements of health care laws
and prevents doctors from mishandling patient records. As
such, the officer security-wraps Patient View and specifies a
strict policy that no patient record data can leave the tablet
computers. As discussed above, in some embodiments, the
data flow policy engine 106 may intelligently interpret user-
specified commands in establishing a data flow policy. In
other embodiments, the officer may be required to more par-
ticularly specify the data flow policy (e.g., using a fill-in
form).

In the present example, the data flow policy engine 106
instantiates a data flow policy on each of the dedicated hos-
pital tablet computers, which defines a patient record security
label as conflicting with all of: an SMS security label, an
Internet security label, an email security label, and a RAM
security label. For this example, we assume that Patient View
is authorized to access the hospital database, software update
site, DevicelLocal, and ApplLocal data sources, and other
executable software applications 112 on the tablet computer
are authorized to access the SMS, Internet, email, peer,
Device Local, and Applocal data sources. Further, we
assume that the present data flow policy 110 includes the data
source access, strict write, and strict read data flow policies
discussed above.

Now suppose that an executing instance of Patient View
attempts to connect to the hospital database. The data flow
policy engine 106 permits the connection under the data
source access policy and because Patient View is authorized
to access the hospital database data source. Next, one of the
hospital’s doctors creates a spreadsheet and attempts to store
(i.e., write) the spreadsheet to a file O on the tablet computer,
for example, in DeviceLocal. The data flow policy engine 106
permits the write operation under the strict write policy but
updates the tracking kb 108 to associate the patient record
security label with the file O.

Some time later, the doctor executes the spreadsheet appli-
cation again. At the outset, no data objects have been read by
the new instance of the spreadsheet application (i.e., no data
labels are associated with this instance of the spreadsheet
application, yet), because each instance of an application is
treated autonomously. Suppose the current spreadsheet appli-
cation instance then attempts to open the file O. The data flow
policy engine 106 allows the read operation because the
spreadsheet application instance is authorized to access
Devicel.ocal and the read operation is authorized under the
strict read policy. Suppose the same instance of the spread-
sheet application is then used to write to a spreadsheet P. The
data flow policy engine 106 allows the write operation to P;
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however, the data flow policy engine 106 updates the tracking
kb 108 to label P with the patient record security label,
because the file O was previously read by the instance of the
spreadsheet application and O has the patient record security
label.

Now suppose the doctor invokes a security-wrapped email
application. As with the spreadsheet application, the set of
data objects read by the instance of the email application is,
initially, the empty set, and thus, no security labels are asso-
ciated with the newly-invoked email application instance.
The email application instance then attaches the spreadsheet
P (i.e., a read operation) to an email message. This is permit-
ted by the data flow policy engine 106 under the strict read
policy. Now, the email application instance attempts to estab-
lish a connection with a Simple Mail Transfer Protocol
(SMTP) server to send the email message with the spread-
sheet attached. The data flow policy engine 106 denies this
access request, because it would violate the data source
access policy described above. That is, the email application
instance has previously read data having a security label that
is in conflict with the email security label.

In some embodiments, the access interceptor/policy
enforcer 114 may receive the policy violation from the data
flow policy engine 106, deny the access request, and provide
the doctor with a warning or alert indicating the reason(s) for
denying the access request. In this example, the data flow
policy engine 106 issues a policy decision that is used by the
email application instance to prevent inadvertent or careless
exporting of sensitive data and enforce internal data integrity
and confidentiality restrictions.

In each of the examples described above, the system 100
allows each subject 104 to execute normally unless an access
request violates an applicable data flow policy 110. When a
data flow policy 110 is violated, the system 100 can prevent
the data object or data source access prior to any exfiltration
of'data. In many embodiments, there is minimal performance
impact because the data flow policy engine 106 focuses only
on system calls that involve data object accesses, data source
connections, and process invocations, which occur infre-
quently during the normal operation of most applications.

Referring now to FIG. 3, an illustrative method 300, which
may be implemented as one or more computer-executable
instructions, routines, or processes by which the system 100
and/or one or more of the modules 106, 116, 118, 120, 122,
124, 132 may evaluate data flow policies 110 during the
execution of the security-wrapped application instances 104,
is shown. At block 302, execution of an instance S of a
security-wrapped application at the mobile device 102 begins
(as initiated by a mobile device user or an automated process,
for example). As should be understood, the activities referred
to by block 302 can occur independently of the method 300
but be detected by the method 300.

At block 304, the method 300 intercepts an access request
initiated by the instance S. To do this, the method 300 may
monitor selected system calls made by the instance S and
intercept certain types of system calls (e.g., calls that request
access to data objects or data sources) as discussed above. At
block 306, the method 300 may parse, interpret, or otherwise
analyze the intercepted access request to determine the type
of'request. For example, the method 300 may determine if the
instance S is attempting to read data, write data, or access a
data source. Additionally, the method 300 may determine the
identity of any data object or data source identified in the
access request.

At block 308, the method 300 evaluates the intercepted
access request to determine its type. If the method 300 deter-
mines that the instance S is requesting access in order to read
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or write data a data object O, then at block 310, the method
300 may determine which, if any, security labels are associ-
ated with the object O. In some embodiments, the method 300
may retrieve security label information associated with the
data object O from the data object table 126 of the tracking kb
108.

If, in block 308, the method 300 determines that the
instance S is requesting access to connect to a data source D,
then at block 312, the method 300 may determine which, if
any, security labels are associated with the data source D. In
some embodiments, the method 300 may retrieve security
label information associated with the data source D from the
data source table 126 of the tracking kb 108.

Following block 310 or block 312, as the case may be, at
block 314, the method 300 determines which, if any, security
labels are associated with the instance S. As discussed above,
subjects (such as the instance S) can inherit security labels as
aresult of expressly defined data source authorizations (block
316), previous data accesses made by the subject (block 318),
or data accesses made by other subjects that are in commu-
nication with the current subject (block 320). In some
embodiments, the method 300 may retrieve information asso-
ciated with the instance S from the subject tracking data store
130 of the tracking kb 108, as discussed above. In the illus-
trative embodiments, each instance of a security-wrapped
application is associated with security labels autonomously
of other instances of the same application. That is, two
instances of the same application may have different security
labels associated with them at different points in time,
depending on the behavior of the application in those separate
instances.

Atblock 322, the method 300 determines which of the data
flow policies 110 are associated with the access request based
on security labels learned at one or more of the foregoing
blocks 310, 312, 314, 316, 318, 320. That is, the method 300
identifies which of data flow policies 110 applies to the par-
ticular intercepted access request based on the nature of the
current access request and the associated security labels (if
any), as discussed above. In some embodiments, different
data flow policies 110 may be applied depending on the
access request, the mobile computing device 102, informa-
tion obtained from the tracking kb 108, and/or other circum-
stances and factors.

At block 324, the method 300 determines, based on the
logic of the applicable data flow policy or policies 110 as
applied to the access request at block 322, whether a violation
of the data flow policy has occurred. This policy decision is
then communicated to the access interceptor/policy enforcer
114 as, e.g., a command, instruction, argument, or parameter,
at block 326. In some embodiments, the method 300 may
store data relating to the policy decision in the tracking kb
108.

The policy decision is handled by the access interceptor/
policy enforcer 114 at block 328. For example, if the method
300 determines that the access request is consistent with the
applicable data flow policy or policies 110, then at block 328,
the access interceptor/policy enforcer 114 may transmit an
access decision to the application 112 indicating that the
access request is permitted or at least has not been prevented.

If, at block 324, the method 300 determines that the access
request is inconsistent with one or more of the applicable data
flow policies 110, then in some embodiments, at block 328,
the method 300 may display a warning message and/or
prompt to the user on a display of the mobile computing
device 102. For example, the mobile computing device 102
may display text reading: “Warning! Your email client has
attempted to connect to an external server while it has
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accessed confidential patient health records from the patient
record database. This is a hospital policy violation,” or any
other suitable warning, on the display.

In some embodiments, the method 300 may prevent an
unauthorized access without displaying any message or
prompt to the user. In other words, execution of the applica-
tion instance S may continue normally without the user ever
becoming aware that a policy violation was attempted. Alter-
natively or in addition, the method 300 may communicate
policy decisions and/or access decisions to other computing
devices. For example, the method 300 may send a message to
another computing device via the cloud interface module 132,
to indicate that a policy violation has been attempted or that a
data access request has been denied (e.g., as a text message or
email alert to a data administrator).

If the method 300 determines at block 328 that the access
request is permitted, the instance S may execute the requested
access and continue normal execution. If, however, the
method 300 determines at block 328 that the access request
should be denied, then the instance S may quietly skip the
requested access and continue normal execution. In some
embodiments, the instance S may continue by executing the
application 112’s instruction or code that immediately fol-
lows the denied or skipped access request. In other embodi-
ments, the instance S may resume execution at some other
point in its executable instructions or code. In still other
embodiments, the instance S may exit or close as a result of
the attempted policy violation.

Following block 328, the method 300 continues to evaluate
data access requests made by the application instance S until
the instance S is closed or exits. The method 300 returns to
block 304 in order to intercept other access requests as appro-
priate. In other words, the method 300 does not repeat itself
unless and until the instance S issues another access request
that is of the type being monitored (e.g., /O commands). The
method 300 may operate in the above-described fashion for
each subject 104 running on the mobile device 102 at any
given time. In other words, the method 300 may operate
concurrently in the context of multiple application instances
or across such instances.

Referring now to FIG. 4A, an example of read policy logic
that may be applied at block 322 of FIG. 3 is shown. At block
400, the application instance S is analyzed to determine
whether it is associated with any security labels that conflict
with any security label of the object O sought to beread by the
instance S. At block 402, the policy type is evaluated (e.g.,
strict or relaxed). If a relaxed read policy has been imple-
mented, then at block 404 the instance S is further evaluated
to determine whether it has been expressly authorized to read
objects of O’s security label, even if the instance S has been
tagged with a conflicting security label. To determine this, the
subject tracking data store 130 of the tracking kb 108 may be
accessed. If S has been tagged with a conflicting security label
(strict read policy), or S has not been otherwise authorized to
read objects having O’s security label (relaxed read policy),
then a policy violation has occurred.

Referring now to FIG. 4B, an example of write policy logic
that may be applied at block 322 of FIG. 3 is shown. At block
410, the security label(s) of the object O sought to be written
by the instance S are analyzed to determine whether O is a
public object. As noted above, data writes to public objects
may warrant additional scrutiny in some computing environ-
ments. [f O is not a public object, then the normal write policy
logic (strict or relaxed) is executed at blocks 412 et seq. In the
case of a strict write policy, at block 414 the instance S is
analyzed to determine whether S can read data objects having
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O’s security label. This can be done, for example, by execut-
ing the applicable (e.g., strict or relaxed) read policy of FIG.
4A.

For a relaxed write policy, at block 416 the instance S is
analyzed to determine whether it is currently reading a data
object having a security label that conflicts with O’s security
label. This can be done, for example, by analyzing the real-
time stream of data access requests (e.g., system calls), which
may be tracked by the tracking kb 108. At block 418, the
instance S’s execution history is evaluated to determine
whether S has written to any data objects having a security
label that conflicts with O’s security label. If the result of
block 414 is ‘no’ and the result of block 418 is “yes,” or the
result of blocks 416 and 418 is both ‘yes,’” then a policy
violation has occurred.

If the data object O sought to be written to by the instance
S is a public object, then at block 420, S’s execution history is
analyzed to determine whether S has written any non-public
data (e.g., written to any data object of a security label the
conflicts with the public security label). To analyzed S’s
execution history, the subject tracking data store 130 of the
tracking kb 108 may be accessed. Depending on the policy
type (e.g., strict or relaxed) (block 422), a policy violation
may have occurred (strict) or the public write may be permit-
ted with the creation of a shadow object as described above
(relaxed, block 424).

Referring now to FIG. 4C, an example of data source
access policy logic that may be applied at block 322 of FIG.
3 is shown. At block 430, the instance S’s execution history is
analyzed to determine whether S has read any data objects
having a security label that conflicts with any security label M
of the data source D, or if S has read any non-public data
objects (e.g., data objects having a security label that conflicts
with the public security label). At block 432, S’s execution
history is analyzed to determine whether S has written to any
data objects having a security label that conflicts with any
security label M of the data source D. If S has either read or
written any data objects having a conflicting security label,
then a policy violation has occurred. As noted above, S’s
execution history can be tracked by the subject tracking mod-
ule 122 and the subject tracking data store 130 of the tracking
kb 108.

Referring now to FIG. 5, an illustrative hardware embodi-
ment of the mobile device 102, in connection with which
aspects of the system 100 may be implemented, is shown.
Generally speaking, the mobile device 102 may be embodied
as any electronic device that has computing capabilities, such
as a smartphone, e-reader, tablet computer, netbook, portable
media player or recorder, smart TV, smart appliance, heads-
up display, body-mounted device, and/or other computing
device.

The illustrative embodiment includes at least one processor
502 and an input/output (1/O) subsystem 504, which are com-
municatively coupled. The processor 502 includes one or
more processor cores (e.g. microprocessors, microcontrol-
lers, digital signal processors, etc.). The I/O subsystem 504
typically includes, among other things, an /O controller, a
memory controller, and one or more I/O ports (not shown).
The processor 502 and the I/O subsystem 504 are communi-
catively coupled to a memory 506. The memory 506 may be
embodied as any type of suitable memory device, such as a
dynamic random access memory device (DRAM), synchro-
nous dynamic random access memory device (SDRAM),
double-data rate dynamic random access memory device
(DDR SDRAM), and/or other volatile memory device.

The I/O subsystem 504 is communicatively coupled to at
least one input device 508, at least one data storage 510, at
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least one output device 512, one or more peripheral devices
514, at least one network interface 516 and a device-specific
security system 526. The input device(s) 508 may include a
keyboard, keypad, touch screen, microphone, or other suit-
able device for accepting input from a user (e.g., via graphical
or natural language user interfaces). The output device(s) 512
may include a text, graphics, and/or video display screen,
speaker, or other suitable device for presenting output (e.g.
warning messages and prompts), to the user. The peripheral
device(s) 514 may include, for example, cameras, media
players or recorders, GPS devices, graphics, sound and/or
video adapters, and/or others, depending upon, for example,
the intended use of the mobile device 102. The device-spe-
cific security system 526 is, for example, a mobile device-
specific system such as an ANDROID-style install-time
application permission system.

The network interface 516 communicatively couples the
mobile device 102 to one or more networks 528, which may
include a cellular or other telecommunications network, local
area network, wide area network, personal cloud, enterprise
cloud, public cloud, and/or the Internet. Accordingly, the
network interface 516 may include a cellular, Ethernet, or
WIFI interface or other suitable device as may be needed,
pursuant to the specifications and/or design of the particular
network 528.

The data storage 510 includes one or more machine-acces-
sible storage media, such as one or more hard drives or other
suitable data storage devices (e.g., memory cards, memory
sticks, and/or others). Portions of the data flow policy engine
106, the tracking kb 108, the data flow policies 110, other
policies 524 (e.g., general device or O/S security policies),
one or more security-wrapped applications 522 (e.g., an
application that can be invoked to produce the runtime com-
ponents 104, 112, 114 illustrated in FIG. 1), and/or the
device-specific security system 526, may be embodied as
software and may reside at least temporarily in the data stor-
age 510. In other embodiments, portions of any of these
components may be embodied as firmware, hardware, soft-
ware, or a combination thereof. Portions of any of these
components may be copied to the memory 506 during opera-
tion, for faster processing or for other reasons.

In some embodiments, portions of the system 100 may be
embodied as a client application or front-end user interface,
while a back end or server portion may reside on one or more
other computing devices 530 on the network 528. For
example, a user interface may permit the user or administrator
to create, modify, and/or update the data flow policies 110 at
the mobile device 102.

The data flow policies 110 may include some policies that
are local to the mobile device 102, such as user-, device-,
and/or application-specific policies. Other aspects of the data
flow policies 110 (which may be user-, device-, and/or appli-
cation-independent, for example), may reside on other
devices 530 connected to the network 528. Similarly, portions
of'the data flow policy engine 106 and/or the tracking kb 108
may be distributed among multiple devices 530 across the
network 528.

As discussed above and in the cross-referenced applica-
tion, the system 100 may include an application repackager or
wrapper module 532, which may be used to create the secu-
rity-wrapped applications 522. While shown in FIG. 5 as
being accessible via the network 528, the application repack-
ager 532 or portions thereof may be local to the mobile device
102. In other words, a software application may be security-
wrapped either before or after it is downloaded to or other-
wise installed on the mobile device 102.
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In some embodiments, the system 100 may be launched
automatically each time a user boots the mobile device 102. In
other embodiments, the system 100 may be invoked accord-
ing to parameters or conditions set by, e.g., a user or system
administrator. For example, in some embodiments, the sys-
tem 100 may be launched only if the user begins using a
particular type of application.

The mobile device 102 may include other components,
sub-components, and devices not illustrated in FIG. 5 for
clarity of the description. In general, the components of the
mobile device 102 are communicatively coupled as shown in
FIG. 5 by one or more signal paths that may be embodied as
any type of wired or wireless signal paths capable of facili-
tating communication between the respective components
and/or devices.

In the present description, numerous specific details are set
forth in order to provide a more thorough understanding of the
present disclosure. It will be appreciated, however, that
embodiments may be practiced without such specific details.
In some instances, details such as control structures and full
software instruction sequences have not been shown in order
not to obscure the invention. Those of ordinary skill in the art,
with the included descriptions, should be able to implement
appropriate functionality without undue experimentation.

References in the specification to “an embodiment,” “an
illustrative embodiment,” etc., indicate that the embodiment
described may include a particular feature, structure, or char-
acteristic, but every embodiment may not necessarily include
the particular feature, structure, or characteristic. Moreover,
such phrases are not necessarily referring to the same
embodiment. When a particular feature, structure, or charac-
teristic is described in connection with an embodiment, it
should be within the knowledge of one skilled in the art to
effect such feature, structure, or characteristic in connection
with other embodiments whether or not explicitly described.

In the drawings, elements may be arranged for ease of
description. Such arrangements are not meant to imply that a
particular order of processing or separation of processes is
required. Elements used to represent instruction blocks may
be implemented using any suitable form of machine-readable
instructions, such as software or firmware applications, pro-
grams, and the like, and each instruction may be implemented
using any suitable programming languages and/or tools. Ele-
ments used to represent data may be implemented using any
suitable electronic arrangement, such as a data file, database,
table, and/or others. Also, some connections, relationships or
associations between elements may not be shown in the draw-
ings so as not to obscure the invention.

While aspects of this disclosure have been illustrated and
described in detail in the drawings and in the foregoing
description, such illustrations and description are to be con-
sidered as exemplary and not restrictive in character, it being
understood that only illustrative embodiments have been
shown and described and that all changes and modifications
that come within the spirit of the disclosure are desired to be
protected. Further, while certain aspects of the present dis-
closure have been described in the context of an exemplary
smartphone implementation, it will be understood that the
various aspects are applicable to other mobile device configu-
rations.

The invention claimed is:

1. A data flow policy evaluation system for a mobile com-
puting device embodied as executable instructions in one or
more non-transitory machine-accessible storage media, com-
prising:

one or more hardware processors coupled to the media and

executable by the one or more hardware processors:
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a system call monitor to monitor system calls made by a
plurality of security-wrapped software applications dur-
ing execution of the security-wrapped software applica-
tions at the mobile computing device; and

a data flow policy engine to generate policy decisions to
enable the security-wrapped software applications to
prevent the execution of system calls that would violate
a data flow policy, wherein the data flow policy defines
security labels, associates data flow policies with the
security labels, and associates data objects with the secu-
rity labels, and the data flow policy engine is configured
to:
associate an executing process of a security-wrapped

software application with a security label in response
to the process accessing a data object having the secu-
rity label; and
associate another executing process with the security
label in response to wherein the other executing pro-
cess is in communication with the executing process;
wherein the data flow policy engine further defines each
security label as either public or private;
wherein the system permits the executing instance of the
security-wrapped software application to write data
associated with a public security label only when:
the security-wrapped software application has not
read data associated with a private security label;
and
the security-wrapped software application has not
written data associated with the private security
label.
2. The system of claim 1, comprising an access interceptor
configured to prevent the security-wrapped software applica-
tion from executing any system call that would violate the
data flow policy.
3. The system of claim 1, wherein the other executing
process is a software application process invoked by the
executing process.
4. The system of claim 1, wherein the data flow policy
engine associates the other executing process with the secu-
rity label in response to the other executing process reading
data from memory to which data has been written by the
executing process.
5. A system for evaluating data access requests at a mobile
computing device, embodied as executable instructions in
one or more non-transitory machine-accessible storage
media, comprising:
one or more hardware processors coupled to the media and
executable by the one or more hardware processors:
a system call monitor to monitor system calls relating to
data accesses made by an instance of a security-wrapped
software application executing on the mobile computing
device; and
a data flow policy engine to:
associate data access tracking data with the instance of
the security-wrapped software application, wherein
the data access tracking data relates to data objects
accessed by the instance and security labels associ-
ated with the data objects, and the security labels
indicate conflicts of interest between or among the
data objects; and

generate data flow policy decisions based on the data
access tracking data, wherein the policy decisions are
based on and in response to one or more current and
one or more previous data accesses made by the
instance;

wherein the data flow policy engine further defines each
security label as either public or private;
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wherein the system permits the executing instance of the

security-wrapped software application to write data

associated with a public security label only when:

the security-wrapped software application has not
read data associated with a private security label;
and

the security-wrapped software application has not
written data associated with the private security
label.

6. The system of claim 5, wherein the data flow policy
engine stores data access tracking data associated with each
instance of the security-wrapped software application.

7. The system of claim 5, wherein the data access tracking
data indicates data that has been read by the executing
instance of the security-wrapped software application, data
that is currently being read by the instance, and data that has
been written by the instance.

8. The system of claim 7, wherein the data flow policy
engine separately associates data access tracking data with
each instance of the security-wrapped software application.

9. The system of claim 7, wherein the system permits the
executing instance of the security-wrapped software applica-
tion to read data associated with a security label only in
response to wherein the instance has not read data associated
with another security label that is in conflict with the security
label.

10. The system of claim 7, wherein the system permits the
executing instance of the security-wrapped software applica-
tion to read data associated with a plurality of security labels
only in response to wherein the instance is authorized to read
data associated with each of security labels.

11. The system of claim 7, wherein the system permits the
executing instance of the security-wrapped software applica-
tion to read data associated with a plurality of security labels
even if the instance is not authorized to read data associated
with each of the security labels, in response to the instance
being authorized to read data associated with at least one of
the security labels.

12. The system of claim 7, wherein the system permits the
executing instance of the security-wrapped software applica-
tion to write data associated with a plurality of security labels
only in response to:

the instance is authorized to read data associated with each

of the security labels; and

the instance has not written data associated with another

security label that is in conflict with any of the security
labels.
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13. The system of claim 7, wherein the system permits the
executing instance of the security-wrapped software applica-
tion to write data associated with one or more security labels
only in response to:
the instance is not currently reading data associated with
another security label that is in conflict with any of the
security labels; and
the instance has not written data associated with another
security label that is in conflict with any of the one or
more security labels.
14. A system for enforcing a data flow policy at a mobile
computing device, embodied as executable instructions in
one or more non-transitory machine-accessible storage
media, the system comprising:
one or more hardware processors coupled to the media and
executable by the one or more hardware processors:
a system call monitor to monitor system calls made by an
instance of a security-wrapped software application
executing on the mobile computing device;
a data flow policy engine to:
analyze the system calls using a data flow policy,
wherein the data flow policy associates security labels
with data objects and the security labels indicate con-
flicts of interest between or among data objects,

associate a data object with a security label in response
to the data object is produced by a data source having
the security label or in response to the data object is
created by a software application process having the
security label, and

associate the instance with the security label in response
to the instance accessing the data object and the data
object is associated with the security label;

a data flow policy enforcer to prevent the instance from
executing a system call that violates the data flow policy;
and

wherein the data flow policy engine further defines each
security label as either public or private;

wherein the system permits the executing instance of the
security-wrapped software application to write data
associated with a public security label only when;
the security-wrapped software application has not read

data associated with a private security label; and
the security-wrapped software application has not writ-
ten data associated with the private security label.

15. The system of claim 14, wherein the data object may be
associated with more than one security label.
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